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Abstract 

Hidden Markov models (HMM) have proven to be effective in the field of speech recognition. Their 

application to offline handwriting recognition is a subject still open to research, the goal of which today is 

to decrease the error rate. HMMs are stochastic models that resist noise, variation, and the elasticity of 

shape, which is a fundamental requirement in handwriting. The general objective of our work is to apply 

the Hidden Markov model to the recognition of isolated handwritten digits. We present in this paper a 

system for recognizing isolated handwritten digits based on discrete HMMs of Left-Right and ergodic 

topology, by applying a vector quantization on the features extracted from the images of the digits by the 

K-means algorithm. Our approach is validated and evaluated on the MNIST corpus that we have used in 

its entirety. The experiments we have carried out have as arguments the topology of the HMMs, the 

number of states per model, the size of the Codebook, as well as the number of iterations. 

Keywords Recognition, Isolated Handwritten Digits, Hidden Markov Model, Discrete HMM, Vector 

Quantization, Codebook. 

1. Introduction 

Researchers have been trying to bring the reading skill of a machine closer to that of humans for more 

than fifty years, and despite the considerable efforts expended throughout these years, the machine 

remains far behind man in the recognition of distorted or fragmented or misspelled handwriting. Optical 

character recognition (OCR) has undergone a revolution, and almost all of the constraints related to the 

way data is acquired, slow scanning, standardization of fonts and many others have been lifted in recent 

 



D. Chogueur et. al. 

 18 ARSTD Journal 

years. As a result, very high recognition rates have become achievable at high speed and at reasonable 

costs [1]. However, most OCR systems still cannot read degraded documents and handwritten words. 

In addition to print character recognition systems, much research and investigation has been carried 

out around the world regarding handwriting recognition on-line and off-line. According to Schalkoff 

Robert [2] for offline handwriting recognition, a typical business application of such a system is the 

automatic reading of bank checks. The machine must be able to recognize and match amounts in numbers 

and letters. Another application such as automatic mail sorting machines for identifying postal codes in 

post offices. The current trend is to design machines whose competence in data acquisition interfaces is 

similar or almost similar to that of humans. This is how online handwriting recognition systems emerged, 

and they are of great commercial interest. These systems work with pen computers, tablets, cellphones 

and more, where data acquisition will be in writing and not via the keyboard or scanner. 

A major factor in achieving high performance in automatic recognition of handwritten digits is 

feature extraction. According to Oliveira Luiz et. al. [3], the literature of handwritten digit recognition 

shows three categories of feature extraction: the first being the extraction of gray levels or the binary 

value of all the pixels in the image, used mainly by classifiers based on neural networks [4][5]. The 

second category is based on structural features and geometric shapes such as end points, intersections, 

loops, curves, measures of concavity and directional features [6][7][8]. The characteristics of the last class 

are the statistical characteristics, calculated by applying global transformations to an image. Among the 

typical mathematical transformations, moments [9][10], Fourier descriptors [11] and transformed into 

wavelets [12]. 

The classification step is as crucial as the extraction. Among the classification methods most 

successfully applied to the recognition of handwritten characters (number and letter), the model 

correspondence methods (calculation of similarity degree) [13][14], neural networks [15][16][17][18]. 

SVM (Support Vector Machines) [19][20], statistical methods like KNN (K nearest neighbors) [21], 

Bayesian networks [22], Markov hidden models (HMM) widely applied for speech recognition, and 

increasingly for the recognition of handwritten digits [23][24][25], methods based on reasoning of fuzzy 

sets [26], structural methods which include grammatical methods [27] and graphical methods [28], and 

finally the multi-classifier methods which combine several classifiers for the recognition of the 

handwritten character [29]. 

According to Chmielnicki and Stapor [30], the three main corpora of images used in handwritten 

character recognition are: CENPARMI [31], CEDAR [15] and MNIST [5]. They are widely used for 

recognition performance validation. The MNIST database is the most widely used for the evaluation of 

classification algorithms. We will also use it for the validation of our offline handwritten digit recognition 

algorithm. The best results in recognition rate recorded with MNIST are present as follows: 
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 Teow and Loe [32] achieved a recognition rate of 99.41%; 

 Belongie et. al. [33] achieved a recognition rate of 99.37%; 

 As for Dong et. al. [34], they had a recognition rate of 99.01%; 

Our work aims to apply hidden Markov models to the automatic recognition of handwritten digits 

capable of recognizing the ten isolated handwritten digits, which we evaluate on the MNIST corpus. The 

success of the recorded Markov hidden models in speech recognition has led researchers to deploy it as an 

appropriate tool for handwriting recognition, as they are stochastic models that resist noise, and variations 

in speech. Also, the observation sequences can be of variable length, which is a fundamental requirement 

in handwriting. 

2. MNIST Database 

In the context of our work, the database used is that of offline handwritten figures MNIST available free 

of charge on the Internet [35]. It is made up of 70,000 images extracted from the National Institute of 

Standards and Technology database (NIST), split into two training databases made up of 60,000 images 

and test databases made up of 10,000 images (see table 1). 

The characteristics of the MNIST database are: (see figure 1) 

 Each figure is associated with an image in gray levels on 256 values; 

 All images have the same size (28x28); 

 Images are centered; 

 The two bases, training and testing, were annotated by around 250 annotators. 

 

Fig. 1 A sample of the MNIST database 
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Table 1 Distribution of individuals by class in MNIST 

Class Training Test 

0 5923 980 
1 6742 1135 
2 5958 1032 
3 6131 1010 
4 5842 982 
5 5421 892 
6 5918 958 
7 6265 1028 
8 5851 974 
9 5949 974 

Total 60000 10000 
For better optimization, the training database has been split into two parts. One part comprising 

40,000 images used for training the models and the other part comprising 20,000 images for validation. 

The test database is used, only, for the final evaluation of the models. The partition, thus, carried out of 

the MNIST database is illustrated in Table 2 below: 

Table 2 Learning database (development and validation), test database, with the number of elements of the 

associated class 

Class Training Set 1 

(Development) 

Training Set 2 

(Validation) 

Test 

0 3924 1999 980 
1 4563 2179 1135 
2 3943 2015 1032 
3 4081 2050 1010 
4 3909 1933 982 
5 3604 1817 892 
6 3975 1943 958 
7 4125 2140 1028 
8 3860 1991 974 
9 4016 1933 1009 

Total 40000 20000 10000 
 

3. Our Proposed System 

The main objective of the study is to implement an isolated handwritten digit recognition system 

based on hidden Markov models (HMM). The database (MNIST) used includes (see Table 2): 

 60,000 images for training divided into 40,000 images for the codebook generation and 

20,000 images for validation. 

 10,000 test images to evaluate the model found.  
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First, a set of preprocessing operations is carried out in order to eliminate or at least reduce the 

noise in order to simplify the procedure of extraction (characteristics). Two topologies of DHMM 

(Discrete HMM) are used in our experiments, the ergodic HMMs and the Left Right HMMs. Each figure 

is modeled by an HMM. 

Figure 2 below represents the overall functional diagram of our recognition system: 

 

Fig. 2 A Architecture of the proposed system for recognizing isolated handwritten digits 

3.1. Preprocessing 

The preprocessings that have been applied to the raw data in our system are: 
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3.1.1. Binarization 

Binarization is performed using the image processing toolbox from Matlab (see figure 3): 

 

Fig. 3 Binarization of an image containing the number 3 

3.1.2. Thinning 

The figures acquired are of varying thickness, which influences the characteristics that distinguish them. 

This morphological operation is performed on an already binarized image. It consists of rendering all the 

digits one pixel thick (see figure 4): 

 

Fig. 4 Thinning of an image containing the number 2 

3.1.3. Standardization 

The size of the handwritten number varies from script to script. To make it uniform, we have applied size 

and centering normalization algorithms, (see figure 5): 

 

Fig. 5  From raw image to normalization of number 6 

3.2. Extraction of characteristics 

The choice of the feature extraction method is an important factor in the realization of a recognition 

system. The method used in this study, was mainly inspired by the work of Blumenstein [36], devoted to 

feature extraction for isolated character recognition systems. The original image was zoned into 9 areas of 

the same size. Structural characteristics nine in number and geometric characteristics four in number are 
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then extracted for each zone. The result of this step is a sequence of nine feature vectors of 13 

components, each represented by a matrix of size (13, N * 9) where N is the number of images concerned 

by the extraction. Finally, the extracted characteristics are passed to the various HMMSs for training and 

recognition. 

 

Fig. 6  Image of the number 5 divided into 9 zones 

3.2.1. Extraction of structural characteristics 

In order to provide a normalized input vector for the HMM classification system, the handwritten digit 

has been broken down into nine windows of equal size (zoning, see figure 6). For each zone, one extracts 

properties namely the vertical lines, the horizontal lines, the right diagonals and the left diagonals. In 

addition, the points of intersection between each type of line are located. 

The line segment extraction algorithm first locates the starting point and intersection point in a 

particular window. It then proceeds to extract the number and length of the resulting row segments into an 

input vector containing nine floating point values. Each of the component values of the input vector (see 

figure 7) has been defined as follows: 

1. The number of horizontal lines; 

2. The normalized length of all horizontal lines; 

3. The number of straight diagonal lines; 

4. The normalized length of all straight diagonal lines; 

5. The number of vertical lines; 

6. The standard length of all vertical lines; 

7. The number of left diagonal lines; 

8. The normalized length of all left diagonal lines; 

9. the normalized surface of the skeleton. 
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Fig. 7   (a) the processed image, (b) the zones, (c) vector of features (Blumenstein et al. 2003) 

The number of rows of a particular type is normalized using the following method: 

Value =  1 −  2(number of rows / 10) (1) 

The normalized length of a particular type of line is calculated as follows: 

Length =
 ୘୭୲ୟ୪ ୬୳୫ୠୣ୰ ୭୤ ୮୧୶ୣ୪ୱ ୧୬ ୲୦୧ୱ ୪୧୬ୣ ୲୷୮ୣ

୘୭୲ୟ୪ ୬୳୫ୠୣ୰ ୭୤ ୮୧୶ୣ୪ୱ ୧୬ ୲୦ୣ ୟ୰ୣୟ
 (2) 

3.2.2. Geometric characteristics 

After extracting the structural features, we move on to the geometric features by applying some functions 

based on regional properties using the region property functions of Matlab 7.0.1 namely: 

 Regional Area: It is defined as the ratio between the number of pixels in the skeleton and the total 

number of pixels in the image. 

 Eccentricity (Eccentricity): It is defined as the eccentricity of the smallest ellipse that fits the 

skeleton of the image. 

 Orientation: Axis orientation, (see figure 8). 

 The Euler number: It is defined as the difference between the number of objects and the number 

of holes in the image. 

 

Fig. 8  The geometric property “Orientation” 

3.3. Vector quantification and codebook generation 

After the extraction step, taking the input feature vectors, the quantizer provides quantized observations as 

sequences to the discrete HMM decoder for recognition, using a codebook generated by the K- algorithm. 

means (K-means) which has four steps as follows:  

3.3.1. Initialization step 

Load the training set {𝑣 (𝑛), 1 ≤ 𝑛 ≤ 𝑀} M feature vectors. 

Put 𝑚 =  0. Choose an initial set of centroid vectors 𝑦௜(0), 1 ≤  𝑖 ≤ 𝐾. 
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3.3.2. Classification step 

Classify each of the training vectors {𝑣 (𝑛), 1 ≤ 𝑛 ≤ 𝑀} M in the nearest cluster 𝐶௜. 

𝑣 𝜖 𝐶௜(𝑚), 𝑖𝑓 𝑑(𝑣, 𝑦௜)  ≤ 𝑑 (𝑣, 𝑦௜), 𝑎𝑙𝑙 𝑗 ≠  𝑖, 1 ≤ 𝑗 ≤ 𝐾 

3.3.3. Code vector update step 

𝑚 =  𝑚 +  1. Update the centroid vector of each cluster by calculating its new centroid. 

𝑦௜(𝑚)  =  𝐶𝑒𝑛𝑡 (𝐶௜(𝑚)), 1 ≤  𝑖 ≤ 𝐿. 

3.3.4. Stop Test Step 

If the decrease in the overall distortion (𝐷௠) at iteration m relative to 𝐷௠ିଵ is less than a certain stop 

threshold; otherwise go to the classification step. In the experiments we carried out three codebooks were 

created, using the training database made up of 40,000 images, or 9 * 40,000 = 360,000 vectors to be 

quantified. Given the limited memory used by Matlab 7.0.1 (max 2 GB), the maximum size of the 

codebook that we were able to generate is 232. The other two codebooks are 190 and 128 code vectors. 

4. Recognition of the number 

4.1. Learning 

Learning makes it possible to adjust the different matrices and vectors to make them more faithful to a 

model, by passing the observations in an initial model and looking at how it behaves, seeing which states 

are privileged and which observations are made when. We have developed two types of HMM models: a 

left right type HMM and an ergodic type HMM. 

Once the model topology has been constructed, it is necessary to choose the model parameters 

carefully because they influence the results. Since the size of the training corpus also influences the 

results, the training database chosen in this study is 20,000 images to have a suitable estimate of the 

model. The training algorithm is divided into three parts: 

4.1.1. Initialization (coding) 

This phase consists of sampling the input data by transforming the raw data into observations, which will 

be learned by the HMMs. For this, a zoning of 09 zones (size 3x3 pixels) is defined for each image. For 

each zone, the characteristics described in the section extraction of the characteristics are extracted. An 

image will be represented by nine feature vectors of 13 components each. Then the vectors resulting from 

the extraction of all the images, 9 * number of images, are quantified by assigning each one the index of 

the centroid which is closest to it in the appropriate Codebook. The result of this part is a set of discrete 

observation sequences.  
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4.1.2. Training 

We can distinguish two different cases in the training problem depending on whether the structure 

(number of states and authorized transitions of the HMM) is known or not. If the structure is not defined, 

the training then becomes more difficult because it is necessary to deduce this structure from the 

examples provided to the training before setting it up. In the second case, the case of our study where the 

structure is known, the training is reduced to a training problem which consists in estimating the 

numerical parameters namely: 

 The distribution of the probabilities of state transitions; 

 The probability distribution of the observation symbols in each state; 

 The distribution of the probability of being initially in a state. 

The training of our models is carried out by the Baum-Welch algorithm based on Baum's theorem 

[37][38] which guarantees the achievement of a local optimum of the likelihood function by re-estimation 

of the parameters. 

4.1.3. Registration 

The parameters resulting from the previous part are saved in a database. This database will be used for 

recognition. 

The diagram of the training system is shown in figure 9 below: 

 

 

Fig. 9 Learning phase 

 

4.1.4. Determination of the number of states: 

After several experiments (34 experiments for each structure going from state 4 to state 37), we estimated 

the parameters of the two models Ergodic and Left-right, namely, the initial probabilities, the transition 

probabilities and the probabilities emission with a number of states N = 36 for the Left-Right HMM and 

N = 34 for the Ergodic model. 
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4.2. Test 

The test is an important step because it can involve the choice of characteristics (primitives) or the choice 

of the training method. Once the training was done, we evaluated the valid system using 10,000 images 

from the MNIST test database (see Table 2). The characteristics extracted from this database are passed to 

the two models: ergodic HMMs and left-right HMMs. The size of the Codebook used is 232. 

The results are given in the result and discussion part. 

4.3. Recognition 

The image to be recognized is first prepared by the preprocessing phase, then zoned into 09 zones to 

extract the characteristics to obtain a vector which will be used by the two types of HMM model to 

calculate the logarithm of likelihood of the figure to be recognized by report to all models, and we will 

assign this image to the class including the HMM that gives us the greatest probability of belonging. The 

schematic of the proposed system recognition system is shown in figure 10 below: 

 

 

Fig. 10 The diagram of proposed recognition system 

5. Results and discussions 

To validate the proposed approach, we carried out experiments on two databases of MNIST handwritten 

digits, one relating to the training of 20,000 images in size for training and model validation, the other for 

testing size 10,000 images to evaluate the proposed system. 

Here is the definition of a recognition rate: 𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =
ே௨௠௕௘௥ ௢௙ ோ௘௖௢௚௡௜௭௘ௗ ூ௠௔௚௘௦

்௢௧௔௟ ே௨௠௕௘௥ ௢௙ ூ௠௔௚௘௦
× 100 
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5.1. The results of the experiments carried out on the database of MNIST validation 

The models were trained on 20,000 images from the MNIST database. Table 3 below indicates the results 

obtained after a training process carried out on the database of validation using the two models: 

Table 3  The Max recognition rate reached by type of HMM and by the codebook 

Codebook size Recognition rate 

Left-Right HMM  

Recognition rate 

Ergodic HMM  

128 77.85 67.61 

190 83.86 72.06 

232 87.03 74.58 

It can be seen from Table 3 that the size of the Codebook influences the recognition result. For a 

Codebook of size 232, the value of the recognition rate increases from 77.85% to 87.45% for the Left-

Right HMM, respectively from 67.61% to 74.48% for the Ergodic HMM. 

Table 4 below shows the results obtained after several operations (35 operations) carried out with 

different numbers of states: 

Table 4 Results obtained with different status numbers (the size of the Codebook = 232) 

  State Recognition 

Rate 

Left-Right 

HMM 

Recognition 

Rate 

Ergodic HMM 

   State Recognition 

Rate 

Left-Right 

HMM 

Recognition 

Rate 

Ergodic HMM 

4 67.85 62.21  22 81.61 72.55 
5 72.26 72.10  23 82.67 69.14 
6 70.02 71.58  24 81.16 70.59 
7 74.28 69.36  25 83.30 73.22 
8 74.03 68.56  26 83.04 72.87 
9 75.16 71.92  27 77.77 72.42 
10 76.25 71.52  28 84.29 70.13 
11 75.88 71.33  29 85.90 71.39 
12 77.85 73.25  30 76.45 70.63 
13 77.20 71.30  31 84.19 69.06 
14 77.85 72.87  32 84.99 72.02 
15 79.45 72.43  33 85.25 70.71 
16 79.41 70.78  34 85.90 73.31 
17 79.54 72.45  35 86.38 69.60 
18 81.49 73.08  36 78.40 72.10 
19 73.61 72.99  37 79.28 73.12 
20 80.77 69.64  38 77.13 70.52 
21 80.54 70.08     

 

Figure 11 below shows that the probabilities of the two models converge towards a maximum value after 

35 operations: 
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Fig. 11 comparative curve showing the relevance of the Left-Right HMM in the recognition of isolated 

digits compared to the Ergodic HMM 

 

Thus, the number of 34 states seems to be best suited for the Ergodic model and 35 states for the Left-

Right model. For each of the two models, we performed 13 iterations on the validation database with the 

two numbers of valid states (35 states for the Left-Right model and 34 states for the Ergodic model). 

We notice that after 08 iterations on these two numbers of states, we obtained an improvement in 

the recognition rate of the two models. The results obtained are given in Table 5: 

Table 5  The 13 iterations performed on the two Left-Right and Ergodic HMMs with a Codebook of size 

232. 

N° iteration 

Recognition Rate 

Left-Right HMM 

(#states =35) 

Recognition Rate 

Ergodic HMM 

(#states =34) 

1 85.76 72.64 
2 86.69 71.24 
3 85.74 71.58 
4 85.71 71.69 
5 85.62 71.32 
6 79.37 70.73 
7 85.97 73.27 
8 87.03 74.58 
9 85.84 72.07 

10 86.47 69.42 
11 85.64 71.28 
12 81.61 70.93 
13 79.41 72.93 
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We achieve a recognition rate of: 

 87.03% for the first classifier (Left-Right HMM), the associated confusion matrix is given in 

Table 6 and Figure 12. 

 74.58% for the second classifier (Ergodic HMM), the confusion matrix is given in Table 7 and 

Figure 13. 

 

Table 6 Confusion matrix corresponding to the first classifier (Left-Right based on the validation of 

MNIST of the model). The columns correspond to the recognized values and the rows to the true values 

(Number of states: 35). 

Classes 0 1 2 3 4 5 6 7 8 9 
Recognition 

Rate 

0 1913 3 9 2 6 8 25 2 24 7 95.70 

1 0 2044 34 8 14 15 15 43 6 0 93.80 

2 14 14 1727 49 7 31 39 53 68 13 85.71 

3 1 8 45 1685 10 97 20 35 97 52 82.20 

4 9 20 17 18 1699 5 54 38 18 55 87.89 

5 4 9 18 42 5 1652 25 11 28 23 90.92 

6 24 27 53 19 21 49 1591 61 58 40 81.88 

7 11 23 63 27 33 5 59 1881 12 26 87.90 

8 6 11 27 67 33 45 34 23 1663 82 83.53 

9 11 8 28 24 63 55 67 54 62 1561 80.76 

Global Recognition Rate 87,03% 
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Figure 12 Histogram illustrating the confusion matrix of the first classifier (Left-Right model) based on 
validation with 35 states 

Table 7 Confusion matrix corresponding to the second classifier (ergodic) based on MNIST validation of 
the model. The columns correspond to recognized values and the rows to true values  

(Number of states:34). 

Classes 0 1 2 3 4 5 6 7 8 9 

Recognition 

rate 

0 1872 8 6 4 5 12 61 0 26 5 93.65 

1 1 1969 38 11 29 57 22 43 6 3 90.36 

2 50 36 1484 60 18 92 50 106 98 21 73.65 

3 10 14 59 1160 17 480 23 48 189 50 56.59 

4 11 45 23 22 1493 51 139 37 64 48 77.24 

5 11 27 26 46 9 1582 24 12 28 52 87.07 

6 64 54 57 19 49 141 1374 46 95 44 70.72 

7 26 181 103 60 69 63 92 1441 58 47 67.34 

8 25 29 52 77 33 151 42 24 1436 122 72.12 

9 37 21 32 25 105 285 85 55 183 1105 57.17 

Global Recognition Rate 74,59% 



D. Chogueur et. al. 

 32 ARSTD Journal 

 

Figure 13 Histogram illustrating the confusion matrix of the second classifier (HMM_Ergodic) on the 

database of validation with 34 states  

5.2. The results of the experiments carried out on the database of MNIST Test 

The parameters valid for each model in the previous experiments were evaluated by tests carried out on 

10,000 images of the MNIST database in five groups (See Table 8). 

Table 8 MNIST test database recognition rate (by type of HMM) 

HMM Topology Codebook Size State 
Number of images (MNIST Test Base) 

100 200 1000 5000 10000 

Left-Right 
232 

35 74.00 67.00 63.60 62.96 64.47 

Ergodic 34 77.00 72.00 67.80 67.54 67.89 
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The recognition results of the two models are summarized in Table 9 below: 

Table 9 Recognition rate of the MNIST test database by group and by type of HMM 

Classes 

Number of images 

           100            200        1000         5000      10000 

HMM 

L-R 

HMM 

ERG 

HMM 

L-R 

HMM 

ERG 

HMM 

L-R 

HMM 

ERG 

HMM 

L-R 

HMM 

ERG 

HMM 

L-R 

HMM 

ERG 

0 90.00 90.00 85.00 95.00 83.00 92.00 84.40 90.60 84.39 89.59 

1 90.00 90.00 75.00 80.00 71.00 81.00 70.60 81.20 77.09 86.96 

2 40.00 70.00 45.00 65.00 51.00 64.00 55.20 58.40 55.04 59.11 

3 70.00 60.00 65.00 50.00 63.00 61.00 63.80 61.20 63.96 56.73 

4 100.00 90.00 80.00 75.00 67.00 71.00 66.80 74.60 63.54 71.18 

5 80.00 80.00 70.00 90.00 58.00 78.00 54.80 75.80 61.32 79.48 

6 80.00 90.00 70.00 85.00 59.00 51.00 49.20 49.00 53.03 54.49 

7 70.00 80.00 65.00 65.00 61.00 61.00 66.00 63.80 70.14 64.88 

8 70.00 90.00 55.00 70.00 55.00 66.00 54.00 62.00 53.70 61.81 

9 50.00 30.00 60.00 45.00 68.00 53.00 64.80 58.80 62.44 54.71 

Global Rate 74.00 77.00 67.00 72.00 63.60 67.80 62.96 67.54 64.47 67.89 

These results indicate: 

 The recognition rate of digits: 0, 1, 2, 5, 6, 7.8 is better using the Ergodic HMM; 

 The recognition rate of digits 3 and 9 is better using the HMM Left-Right; 

 The recognition rate of the number 4 remains variable for the two models. 

The experimental results obtained have shown that some errors of the first classifier can be avoided 

with the second classifier and vice versa. The reason why we propose the simultaneous use of the two 

models at the same time in order to increase the recognition rate by exploiting the performance of each of 

the two classifiers. Table 10 shows that the combined approach significantly improved the recognition 

rate. 

Table 10 Comparative recognition rates of the Left-Right, Ergodic model and of the combined approach 

based on the MNIST test 

HMM Topology Codebook Size State 
Number of images (MNIST Test Base) 

100 200 1000 5000 10000 

Left-Right 

232 

35 74.00 67.00 63.60 62.96 64.47 

Ergodic 34 77.00 72.00 67.80 67.54 67.89 

Combined 35 81.00 75.50 70.30 68.64 69.92 
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The recognition rates by group of images obtained after the application of the combined approach are 

presented in Table 11 below: 

Table 11  Recognition rate of the combined approach obtained on the database of MNIST test 

Classes 
Number of Images 

100 200 1000 5000 10000 

0 90.00 95.00 92.00 90.60 89.59 

1 90.00 80.00 81.00 81.20 86.96 

2 70.00 65.00 64.00 58.40 59.11 

3 70.00 65.00 63.00 63.80 63.96 

4 100.00 80.00 71.00 74.60 71.18 

5 80.00 90.00 78.00 75.80 79.48 

6 90.00 85.00 59.00 49.20 54.49 

7 80.00 65.00 61.00 66.00 70.14 

8 90.00 70.00 66.00 62.00 61.81 

9 50.00 60.00 68.00 64.80 62.44 

Global Rate 81.00 75.50 70.30 68.64 69.92 

 

Figure 14 Histogram illustrating the confusion matrix of the combined approach (for the 10,000 images 

of the test base) 
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6. Conclusion and Future Work 

The main objective of this study is to apply this Markov hidden model to recognition through the 

implementation of an automatic recognition system for handwritten digits. We first proposed to use the 

zoning method for feature extraction. Secondly, develop two discrete Markovian classifiers: the first of 

the Left-right type and the other of the Ergodic type. 

The two models were trained on a database of the MNIST database of size 40,000 images in order 

to achieve a good training. The two classifiers implemented were tested on a large corpus of handwritten 

digits from the same database (MNIST) of around 10,000 images in order to test the real reliability of our 

system. We then proposed a combination of these two classifiers. This combination improved the 

recognition rates from 67.89% to 69.92% and reduced the error rate from 32.11% to 30.08%. The results 

obtained indicate that the simultaneous use of the two classifiers at the same time can make it possible to 

increase the recognition rate, which has not yet reached the best performances in the state of the art. 

However there are still tasks to be completed such as: 

 Proposal to develop new methods for the extraction of characteristics. 

 Adapt our system for other applications, such as character or word recognition. 

 Combine several classifiers (more than two). 

A major perspective is to cooperate the hidden Markov models with other classifiers such as neural 

networks or SVMs, which also remain a field open to experimentation. 
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